Towards Predicting Vine Yield: Conceptualization of 3D Grape Models and Derivation of Reliable Physical and Morphological Parameters

Thomas Schneider¹, Gernot Paulus¹ and Karl-Heinrich Anders¹
¹Carinthia University of Applied Sciences (FH Kärnten), Austria

Abstract

In viticulture, yield prediction plays an important role, helping winegrowers to predict the start of the next growth stage of vines and to improve vineyard management decision-making. To predict a vineyard’s yield, it is necessary to gather accurate local information about the vine’s phenology and morphology, such as the volume of individual grapes. Traditional collection of these data and yield prediction rely on resource- and time-intensive direct visual and manual in-field work by viticulturists. Thus, only limited sampling in the vineyards is possible, carried out by humans. Automated procedures utilizing sensor-based systems reduce the data acquisition time and enable the collection of high-resolution data from the entire vineyard. Large-scale 3D models of vineyards can be generated from these data and used to analyse, for example, the vineyard’s yield or the vegetative stage of individual vines.

We propose a concept for a 3D model that uses close-range photogrammetry. In a laboratory experiment, we tested the acquisition of multi-view image datasets from grapes using close-range photogrammetry and derived physical and morphological parameters from 3D grape models. The results could contribute to the design and implementation of a large-scale in-field experiment.
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1 Introduction

Vines play an important role in the lives of many, and their connection to mankind can be traced back to ancient times (Poupin et al., 2011). About 28.4 million litres of wine were produced in 2015, an increase of 3.5% since 2014 (Wine Institute, 2019). Due to the constantly increasing consumption and demand for high-quality wines, winegrowers need to find efficient approaches to guarantee effective vine-growing and high-quality grapes. To facilitate efficient and high-quality viticulture, vineyard managers record phenological data of their vines on a weekly basis (Westover, 2018). The knowledge gained through analysis of phenological data...
helps them to execute vineyard management practices at the right time and to determine the
beginning of the next growth phase of the plants (Westover, 2018). Furthermore, estimated
crop yields derived from phenological information is also helpful for wineries so that they can
predict better the size of their crops and how much wine they will produce (Moyer and Komm,
2015). However, phenological data collection is traditionally performed manually (Moyer and
Komm, 2015), is time-consuming (Nuske et al., 2014), and can be prone to human error (Rose
et al., 2016). The application of sensor-based systems to collect and analyse phenological data
can help to avoid gaps in phenological datasets (Westover, 2018), reduce human error and data
collection time, make yield prediction more reliable, and reduce labour costs (Rose et al., 2016).

This preliminary study deals with the conceptualization of 3D models of harvest-ripe grapes
using close-range photogrammetry and the derivation of physical and morphological
parameters from the models. It was conducted in the form of a laboratory experiment.

The knowledge from this study could be utilized for the design and implementation of in-field
experiments at vineyard scale. Furthermore, the information obtained helps to evaluate how
well empirical physical and morphological measurements of the phenological stages of vines
(in this case from harvest-ripe grapes) compare to model-based measurements. Our study also
provides data on the image resolution required to create 3D high-density point clouds of
individual grapes from images taken by unmanned aircraft system (UAS) flight missions.

2 Precision Viticulture, Phenological Stages of Vines and Yield Prediction

2.1 Precision Viticulture

Scientists and viticulturists strive constantly to find new approaches to improve the efficiency
of vineyard management and to increase the quality of grapevines. Rapid advances in the 20th
and 21st centuries have provided new digital and spatial technologies and enabled new sciences
with a focus on viticulture, including precision viticulture. Nowadays, sensor-based systems
are often used in viticulture, for example to derive phenological data from vineyards (Rose et
al., 2016) or to predict a vineyard’s yield (Nuske et al., 2014).

Precision viticulture is defined as the application of geospatial technologies, devices and tools
which exploit spatial location to collect, store, manipulate, analyse and visualize environmental
data from vineyards. Technologies and systems developed through precision viticulture give
winegrowers and viticulturists the opportunity to collect data from their vineyards in real-time
with accurate positional information (Goldammer, 2015).

Thus, the application of precision viticulture technologies has a wide range of advantages for
viticulture experts. The foremost advantage is the improvement of viticulture management,
including not only the enhancement of management techniques but also the ability to improve
decisions on when to apply particular techniques. Deploying vineyard-related practices in
timely fashion, such as the adjustment of canopy and nutrients, or the detection and
elimination of diseases and insects, leads to an increased yield, yield quality and yield security.
Furthermore, it helps to reduce operating costs and the use of chemicals, and to improve the quality of soil and groundwater around a vine (Maniak, 2004).

2.2 Phenological Stages of Vines

In the context of viticulture management and yield prediction, the topic of “phenology” plays an important role. Phenology is the science which focuses on the natural changes and development of organisms and their relationship with seasonal variations in climatic parameters (Centinari, 2018; Westover, 2018; Hellman, 2003). It gives winegrowers crucial information about the health and condition of their plants. An important phenological characteristic of vines are their vegetative changes and developments over the course of a season. The weekly collection of phenological data such as plant growth information is recommended in order to avoid gaps in the datasets (Westover, 2018). One difficulty in trying to measure a vine’s phenology is that plant growth is an ongoing process, and individual vines have their own natural growth patterns which are influenced by many different factors. Thus it is difficult to divide the seasonal growth of vines into exact, discrete, phases.

Various scales and classification systems support winegrowers and scientists by dividing the growth process into several phenological stages. A frequently used phenological classification for vines is the Modified Eichhorn-Lorenz (E-L) system. This system was originally designed by Dr. K. W. Eichhorn and Dr. D. H. Lorenz in 1977, revised in 1995 by B. G. Coombe, and modified further in 2004 by Coombe and P. Dry, becoming known as the Modified Eichhorn-Lorenz system (Westover, 2018). The modifications of the original E-L system concern changes in the classification of bud growth, since the visual characteristics in the early stages of bud growth vary among grapevine varieties (Centinari, 2018).

The Modified E-L system classifies the annual growth of vines into 47 vegetative stages, to each of which is assigned a specific E-L number. The system highlights eight of these as major stages: Bud Burst (E-L 4), Shoots 10 cm (E-L 12), Flowering begins (E-L 19), Flowering (E-L 23), Setting (E-L 27), Berries pea-size (E-L 31), Véraison (E-L 35) and Harvest (E-L 38). In the context of precision viticulture, these key phenological stages and their corresponding characteristics are used as benchmarks by winegrowers and scientists to check the condition of vines, carry out necessary practices, monitor nutrients, and reduce pests and diseases. Furthermore, tracking and collecting phenotypical data of vines during the major stages is useful to estimate a vineyard’s yield (Goldammer, 2015).

This research project focuses on the last key phenological stage, “Harvest” (E-L 38), which is characterized by ripened grapes having reached their potential berry size and adopted their variety’s typical berry colour (Westover, 2018). Although the grapes are already ripe, the precise date of the harvest depends on their intended use and the vine-grower’s desired ripeness parameters (Hellman, 2003). The aim of the paper is to model harvest-ripe grapes in 3D and to derive physical and morphological parameters, such as volume (which correlates to berry size), from these models.
2.3 Yield Prediction

Yield is another vital topic in viticulture. It is measured in tons of grapes over a vine block or other spatial unit. In specific applications, yield is also referred to as the amount of fruit on a single vine (Moyer and Komm, 2015).

Information on a vineyard’s current anticipated yield enables winegrowers to check whether the yearly yield and quality goals are likely to be achieved. Yield prediction is necessary to assess when to utilize specific vineyard practices or to determine when grapes will be ready for harvest (Nuske et al., 2011). Data about physical and morphological features of grapes, such as their weight or volume, are valuable for vine experts as they help to predict yield (Hemming, 2016). Yield-prediction approaches include the in-season cluster counting method and dormant winter bud dissection (Moyer and Komm, 2015). To obtain reliable yield prediction results, yield prediction must be carried out throughout several blocks of a vineyard and throughout the seasons (Dunn, 2010). Traditionally, samples used for yield prediction are collected manually by winegrowers in the field (Nuske et al., 2014). A feature that is common to these traditional non-sensor-based approaches is their reliance on direct visual and manual in-field measurements. These traditional methods are thus very labour-intensive and allow the collection of only a limited number of samples.

The application of sensor-based technologies, such as photogrammetric approaches in combination with UAS, overcome some of these challenges as they provide a high adaptability to geographical extent and can produce highly detailed point clouds covering an entire vineyard (Rose et al., 2016). This preliminary photogrammetric study focuses on digital data and image collection associated with yield prediction. It looks at the possibility of reducing time-intensive and expensive labour, decreasing human error, and preventing destructive sampling. It takes the form of a laboratory experiment for the modelling of harvest-ripe grapes as digital 3D models based on close-range photogrammetry. The approach also allows the derivation of reliable physical and morphological parameters such as grape weight and volume.

3 Data Acquisition and Data-Modelling Methodology

The workflow of the laboratory experiment for the derivation of morphological parameters of harvest-ripe grapes is illustrated in Figure 1. The first step is to assemble the necessary equipment for data-capture. The subsequent data-capture procedure involves close-range photogrammetry to record multi-view image datasets of grapes and the manual measurement of grape features such as length, width and weight of individual grapes, which are utilized for data validation. The image datasets acquired are utilized in a multi-view 3D photogrammetric analysis to generate high-density 3D grape models. Next, the RANSAC shape-detection tool is used to derive the structure of individual grapes and parameters, such as berry diameter, from the 3D grape models. Characteristics such as the length, width, volume and weight of the digital grape clusters and of individual digital grapes are determined based on the parameters derived from the 3D model. The final step is a validation process, which involves comparing the calculated morphological parameters of the digital grapes and the manually measured parameters.
Figure 1: The laboratory experiment workflow

### 3.1 Laboratory Experiment Setup and Data Acquisition Process

Setting up the laboratory experiment requires gathering and installing the necessary equipment for the data capture. The equipment and objects used in the data acquisition process are:

1. **Camera**
   - A Sony Alpha 7r3 (Sony, 2018) was used. Relevant technical details of the camera are:
     i. 42.4 megapixels
     ii. Sensor size of 35.9 times 24.0mm
     iii. Pixel dimension of 7953 times 5304 pixel

2. **Tripod**
3. **Flashers**
4. **Metal bars**
5. **Strings**
6. Metal plate with holes
7. Weighing scale
8. Calliper ruler
9. Table to record measurements
10. Commercially available green and red grapes (which represent grapes from vines at the harvest stage).

The camera was used with a wide-angle lens and mounted on a tripod. The focal length of the camera was set to 90mm and the aperture to 22 for image capturing. These settings proved to provide the best results. No camera calibration was applied as the calibration is automatically estimated in the 3D modelling software.

The data-capturing construction is a framework consisting of three metal bars (see Figure 2, which illustrates the final version of the construction). The grapes are attached with strings, tape and a metal plate to the middle of the horizontal bar in such a way that they can be rotated while the tripod with the camera remains fixed. The tripod and camera are placed 1 metre away, in front of the grapes. No position marks are used in this setup, as only the relative position of the camera to the grapes is of interest, and there is a very high overlap between the images.

![Figure 2: Data capture construction: 1. Camera, 2. Tripod, 3. Flashers, 4. Bars, 10. Grapes](image)

The processing steps of the data-capturing procedure are shown in Figure 3. The procedure consists of two principal parts:

1. The image-capturing process applies close-range photogrammetry to generate high-resolution images of the grapes from multiple points of view. During this process, after an image is created, the grapes are rotated by a few degrees, which changes the
relative viewing angle of the camera on the grapes without moving the tripod. This ensures that images of the grapes from different points of view are recorded. The multi-view image dataset thus generated is used in the data-modelling process to create the 3D grape models.

2. The manual measurement is carried out using a calliper ruler, a weighing scale, and a table to record the measurements. First, the total weight of the grape cluster is measured and noted. Then, each grape is carefully removed from the cluster, and its length, width and weight are recorded. Figure 4 shows how the length and width of the grapes are measured. Finally, the grapes are counted and the number of grapes from the individual grape clusters are recorded in a table. Figure 5 shows the various elements required for the manual measurement of a grape cluster.

![Figure 3: Workflow of the data capture process](image-url)
3.2 Multi-View 3D Photogrammetric Analysis

The next phase of the study deals with a multi-view 3D photogrammetric analysis of the captured grape images. This multi-step procedure produces high-density photogrammetric 3D point clouds that are used to generate 3D grape models. The program Agisoft Photocan Professional© 1.4.3 (build 6529) is used (Agisoft, 2019). Figure 6 illustrates the workflow for the multi-view 3D photogrammetric analysis.
Figure 6: Workflow of the multi-view 3D photogrammetric analysis

First, the high-resolution grape images are loaded into the program. Then, using the “magic wand” tool within Agisoft Photoscan, masks are created for each image to hide such things as the bars, unnatural distortions, or white pixels representing the wall. The masking results in the 3D grape models being more precise because the modelling will only use unmasked parts of images for the calculation of the point clouds and the 3D models. The data-modelling process was tested with unmasked images, and although the resulting 3D models showed generally good results, some grapes showed 3D distortions and unnatural white strips.

Next, the images are aligned in an image-matching process. Image-matching is a prerequisite for 3D modelling of structures as it extracts 3D information from multiple overlapping images. The 3D information thus acquired can be applied to construct 3D models of the surveyed object or scene (Zhang, Xiong and Hao, 2011). The image-matching procedure uses extracted 3D information to align the images and to compute the camera positions, image orientation, and a sparse point cloud. Next, a dense point cloud is generated based on the 3D information contained in the sparse point cloud, the matched images, and the camera parameters that have been calculated. By executing a meshing algorithm, the dense clouds are meshed to 3D grape models.

Finally, a texturing process adds textures from the photographs to the corresponding parts in the previously generated 3D grape models, resulting in the final 3D models of the grapes (Figure 7, green grapes; Figure 9, red grapes). To illustrate the quality of the modelled grapes, photos of the actual grapes are also shown in Figures 8 and 10.
Figure 7: 3D model of the green grapes

Figure 8: Photo of the actual green grapes

Figure 9: 3D model of the red grapes

Figure 10: Photo of the actual red grapes
3.3 Derivation of Morphological Parameters from 3D Grape Models

The next step of the methodology is to identify the shapes of the individual grapes in the 3D models and to derive the physical and morphological parameters of single grapes and of grape clusters. Data such as their weight and volume are important for winegrowers and wineries as they can be utilized to predict yield (Hemming, 2016).

In order to identify the shapes of individual grapes, the RANSAC shape detection plugin (Schnabel, Wahl and Klein, 2007) of the program CloudCompare (CC) version v2.10-alpha [64-bit] (CloudCompare, 2019) is deployed to fit spherical shapes into detected grapes in the 3D models. If a sphere-like shape is found in a 3D model, the corresponding part of the model is separated, colour-coded, and a sphere is placed at that location. The grapes detected in the 3D models are shown in Figures 11 (green grape model) and 12 (red grape model). The grapes in these figures are shown in different hues to allow easier visual distinction between single grapes.

The CC plugin also calculates parameters of these shapes, such as the radius. The radius (r) of an identified digital grape is, by definition, half the grape’s width. Thus the width (b) of a 3D grape is derived from its radius. Next, the length (a) of each modelled grape is determined using its width and the length–width ratio (c) of the actual grape. The volume of the digital grapes is calculated using the volume formula for oblate ellipsoids (Eq. 1):

\[
V = \frac{4}{3} \pi \left( \frac{b}{2} \right)^2 \left( \frac{a}{2} \right) = \frac{4}{3} \pi r^2 \left( r \cdot c \right)
\]

Variable “V” is the volume, and the variables “a” and “b” represent the length and width, respectively. We assume that \( \frac{b}{2} = r \) and \( \frac{a}{2} = r \cdot c \) where \( r \) is the radius calculated by the tool, \( b \) is the grape width (i.e. the small semi-axis of the ellipsoid), \( a \) is the large semi-axis or the grape length, and \( c \) is the mean ratio of length and width measured manually on actual grapes.

In the next step, the mean length and width, length variance and width variance, mean volume and volume variance of the grapes, and total volume of the 3D grape clusters are determined. To validate these derived morphological parameters of the digital grapes, the same parameters are calculated for the actual grapes using the manual measurements. Since the weight of the actual grapes was also measured in the data acquisition process, the density of these grapes can be calculated using the formula (Eq. 2):

\[
\rho = \frac{W}{V}
\]

where \( \rho \) (Rho) is the density, \( W \) is the weight, and \( V \) is the volume. The mean density of the green and red grapes is determined. Now, the weight, mean weight and weight variance of the modelled grapes are calculated using the mean density values of the actual grapes. The results of these calculations are given in Table 1. The values in brackets in Table 1 are the total volume and weight of the digital red grapes, as if all 62 grapes had been detected. For the
missing grapes, the mean volume and weight values of the other 3D modelled red grapes were used as proxies.

**Figure 11:** Shapes of the detected green grapes

**Figure 12:** Shapes of the detected red grapes

**Table 1:** Calculated morphological parameters of actual and digitally derived green and red grapes. *Values in brackets are the total values, as if all actual grapes had been detected

<table>
<thead>
<tr>
<th>Parameter [unit]</th>
<th>Green grapes</th>
<th>Red grapes</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Actual grapes</td>
<td>Digital grapes</td>
</tr>
<tr>
<td>Number of grapes [-]</td>
<td>29</td>
<td>29</td>
</tr>
<tr>
<td>Mean Length [mm]</td>
<td>21.18</td>
<td>21.18</td>
</tr>
<tr>
<td>Length Variance [mm]</td>
<td>1.46</td>
<td>1.07</td>
</tr>
<tr>
<td>Mean Width [mm]</td>
<td>18.75</td>
<td>18.75</td>
</tr>
<tr>
<td>Width Variance [mm]</td>
<td>1.04</td>
<td>0.94</td>
</tr>
<tr>
<td>Total Volume [mm³]</td>
<td>115,444.02</td>
<td>115,005.25</td>
</tr>
<tr>
<td></td>
<td><em>(269,743.08)</em></td>
<td></td>
</tr>
<tr>
<td>Mean Volume [mm³]</td>
<td>3,980.83</td>
<td>3,981.05</td>
</tr>
<tr>
<td>Volume Variance [mm³]</td>
<td>639.16</td>
<td>556.33</td>
</tr>
<tr>
<td>Total Weight [g]</td>
<td>138.00</td>
<td>137.48</td>
</tr>
<tr>
<td></td>
<td><em>(346.32)</em></td>
<td></td>
</tr>
<tr>
<td>Mean Weight [g]</td>
<td>4.76</td>
<td>4.74</td>
</tr>
<tr>
<td>Weight Variance [g]</td>
<td>0.76</td>
<td>0.67</td>
</tr>
<tr>
<td>Mean Density [g/mm³]</td>
<td>0.001195</td>
<td>-</td>
</tr>
</tbody>
</table>
4 Results and Discussion

The laboratory experiment was performed three times. The setup and methodology described in this paper were followed in experiments 2 and 3 (the setup for experiment 1 was smaller), and the quantification was carried out only in the third experiment. In total, 6 grape clusters, one green and one red grape cluster per experiment, were examined. The final 3D grape models are illustrated in Figure 7 and Figure 9, and the quantification results are shown in Table 1.

The results of the approach demonstrate the reconstruction of 3D grape models under laboratory conditions. The visual comparison of the models shown in Figure 7 and Figure 9 with the actual grapes in Figure 8 and Figure 10 shows that the modelled digital grapes are very similar to their actual counterparts. However, the comparison also reveals that some digital grapes were not correctly reconstructed, which can be seen in certain deformations in the digital grapes. It can be concluded that the process used in this laboratory experiment worked well for detecting grapes: the results of the shape-detection illustrated in Figure 11, Figure 12, and row 2 “Number of grapes [-]” in Table 1 show that all 29 green grapes were detected. In addition, 55 of the 62 red grapes were correctly identified, an accuracy of 88%. However, the shape-detection procedure shows difficulties in identifying strongly elliptical grapes, such as the 7 undetected red grapes. Furthermore, the methodology is reliable for the derivation of physical and morphological parameters from 3D grape models. The calculated total weight, displayed in row "Total Weight [g]" in Table 1, of the digital green grape cluster (137.48g) differs by just 0.52g (0.4%) from the weight of the actual green grape cluster (138.0g). The estimated total weight of the digital red grape cluster (346.32g) differs by just 0.32g from its actual counterpart (346.0g).

The results of this work can be compared with the measurements of Coetzee and Lombard (2013), who examined 300 berries from 37 grape clusters to determine specific grape parameters. They calculated an average grape cluster weight of 101.3g, which differs significantly from the estimated total grape cluster weights presented in this paper (138.0g for the digital green grape cluster; 346.0g for the digital red grape cluster). The average grape densities (1,130kg/m³ in Coetzee and Lombard (2013); 1,195kg/m³ (green grapes) and 1284kg/m³ (red grapes) in this study) are also significantly different. These disparities can be attributed to the use of differently sized grapes in the two studies. Coetzee and Lombard (2013) calculated an average grape length of 14.6mm and grape width of 12.5mm, whereas the mean grape lengths in this work were 21.18mm (green grapes) and 24.11mm (red grapes), and the mean grape widths were 18.75mm (green grapes) and 18.41mm (red grapes).

Some of our results were inconclusive. The calculated variance values differ greatly between the various parameters measured for the digital and the actual grapes. An example is the large difference in length variance, which is 0.39mm for the digital green grapes and the actual grapes, and 2.59mm for the red grapes. The large variance between the digital and the actual grapes is thought to be caused by the shape detection method we applied, which utilized spheres to approximate the grape shapes. We also experimented with using cylinders to detect grapes, but this proved inadequate as it resulted in a model of just 10 grapes.
Several problems and limitations were identified. The approach showed difficulties with the accurate reconstruction of misshapen or strongly elliptical grapes. Examples are highlighted by red circles in Figure 13 and Figure 14. These grapes could be correctly detected with the use of LiDAR-based systems. Another technology which can be applied to analyse the shape of any grape is described in American Society for Horticultural Science (2009). An advantage of the SigmaScan®-based approach described there over the method presented in this paper is the grapes’ independency from geometry and spatial position through the measurement of grapes based on difference in colour between the surveyed grape and the background. Additional errors such as holes in parts of stems were found because adequate point density cannot always be achieved for the modelling of thin structures. Another limitation is the immobility of the data-capture setup. It took several attempts to find an appropriate procedure and settings. Furthermore, a new construction would need to be built if an entire row of vines was to be simulated and modelled.

The results of our preliminary laboratory experiment indicate that close-range photogrammetry can be applied to generate 3D grape models and that parameters such as the volume of the grape can be derived from these digital models.

Figure 13: Difficulties detecting misshapen grapes
Figure 14: Incorrectly identified elliptical grapes
Conclusions and Future Work

In this paper we conceptualized and modelled 3D grapes and used these models to derive physical and morphological parameters. In the laboratory experiment, a special data-capture setup was constructed to record multi-view high-resolution image datasets of commercially available green and red grapes, representing grapes at harvest stage (E-L 38). The data-modelling process focused on the generation of high-resolution 3D grape models, the derivation of parameters from them, and the comparison of the parameters for 3D grape models and actual grapes. The approach shows that close-range photogrammetry can be applied in a lab to create high-resolution 3D grape models and to derive reliable physical and morphological parameters.

In a future project, a similar approach could be applied in-field by, for example, creating a system of multiple cameras mounted on an unmanned autonomously moving vehicle, such as a UAS, which generates close-range multi-view image datasets. These datasets could then be utilized to generate 3D models of grapes on the vines, which in turn could be used to derive parameters such as grape volume to estimate the yield of the grapes.
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